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ABSTRACT: In dynamic reliability, the evolution of a system is governed by a piecewise deterministic Markov
process, which is characterized by different input data. Assuming such data to depend on some parameter
p 2 P , our aim is to compute the �rst-order derivative with respect to each p 2 P of some functionals of the
process, which may help to rank input data according to their relative importance, in view of sensitivity analy-
sis. The functionals of interest are expected values of some function of the process, cumulated on some �nite
time interval [0,t], and their asymptotic values per unit time. Typical quantities of interest hence are cumu-
lated (production) availability, or mean number of failures on some �nite time interval and similar asymptotic
quantities. The computation of the �rst-order derivative with respect to p 2 P is made through a probabilistic
counterpart of the adjoint point method, from the numerical analysis �eld. Examples are provided, showing the
good ef�ciency of this method, especially in case of large P .

1 INTRODUCTION
In reliability, one of the most common model used in
an industrial context for the time evolution of a system
is a pure jump Markov process with �nite state space.
This means that the transition rates between states
(typically failure rates, repair rates) are assumed to
be constant and independent on the possible evolu-
tion of the environment (temperature, pressure, ...).
However, the in�uence of the environment can clearly
not always be neglected: for instance, the failure rate
of some electronic component may be much higher
in case of high temperature. Similarly, the state of
the system may in�uence the evolution of the envi-
ronmental condition: think for instance of a heater
which may be on or off, leading to an increasing or
decreasing temperature. Such observations have led
to the development of new models taking into ac-
count such interactions. In this way, Jacques De-
vooght introduced in the 90's what he called dynamic
reliability, with models issued at the beginning from
the domain of nuclear safety, see (Devooght 1997)
with references therein. In the probability vocabu-
lary, such models correspond to piecewise determinis-
tic Markov processes (PDMP), introduced by (Davis
1984). Such processes are denoted by (It;Xt)t�0 in
the following. They are hybrid processes, in the sense
that both components are not of the same type: the
�rst one It is discrete, with values in a �nite state

space E. Typically, it indicates the state (up/down)
for each component of the system at time t, just as for
a usual pure jump Markov process. The second com-
ponent Xt takes its values in a Borel set V � Rd and
stands for the environmental conditions (temperature,
pressure, ...). The process (It;Xt)t�0 jumps at count-
ably many random times and both components inter-
act one in each other, as required for models from dy-
namic reliability: by a jump from (It� ;Xt�) = (i; x)
to (It;Xt) = (j; y) (with (i; x), (j; y) 2 E � V ), the
transition rate between the discrete states i and j de-
pends on the environmental condition x just before
the jump and is a function x 7�! a (i; j; x). Similarly,
the environmental condition just after the jump Xt is
distributed according to some distribution �(i;j;x) (dy),
which depends on both components just before the
jump (i; x) and on the after jump discrete state j. Be-
tween jumps, the discrete component It is constant,
whereas the evolution of the environmental condi-
tion Xt is deterministic, solution of a set of differ-
ential equations which depends on the �xed discrete
state: given that It(!) = i for all t 2 [a; b], we have
d
dt
Xt(!) = v(i;Xt(!)) for all t 2 [a; b], where v is a

mapping from E � V to V . Contrary to the general
model from (Davis 1984), we do not take here into ac-
count jumps of (It;Xt)t�0, eventually entailed by the
reaching of the frontier of V .
Given such a PDMP (It;Xt)t�0, we are interested
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in different quantities linked to this process, which
may be written as cumulated expectations on some
time interval [0; t] of some bounded measurable func-
tion h of the process:

R�0(t) = E�0
�Z t

0

h(Is;Xs) ds
�

where �0 is the initial distribution of the process.
Such quantities include e.g. cumulative availability
or production availability on some time interval [0; t],
mean number of failures on [0; t], mean time spent by
(Xs)0�s�t on [0; t] between two given bounds...
For such types of quantity, our aim is to study their

sensitivity with respect of different parameters p 2 P ,
from which may depend both the function h and the
input data of the process (It;Xt)t�0. More speci�-
cally, the point is to study the in�uence of variations
of p 2 P on R�0(t), through the computation of the
�rst-order derivative of R�0(t) with respect to each
p 2 P . In view of comparing the results for different
p 2 P , we prefer to normalize such derivatives, and
we are actually interested in computing the dimen-
sionless �rst-order logarithmic derivative of R�0(t)
with respect to p :

IFp (t) =
p

R�0(t)

@R�0(t)

@p

which we call importance factor of parameter p in
R�0(t). In view of long time analysis, we also want to
compute its limit IFp (1), with

IFp (1) = lim
t!+1

p

R�0(t)=t

@ (R�0(t)=t)

@p

Noting that IFp (t) and IFp (1) only make sense
when considering never vanishing parameter p, we
consequently assume p to be positive.
This kind of sensitivity analysis was already stud-

ied in (Gandini 1990) and in (Cao and Chen 1997)
for pure jump Markov processes with countable state
space, and extended to PDMP in (Mercier and Rous-
signol 2007), with more restrictive a model than in the
present paper however.
Since the marginal distributions of the process

(It;Xt)t�0 are, in some sense, the weak solution
of linear �rst order hyperbolic equations (Cocozza-
Thivent, Eymard, Mercier, and Roussignol 2006), the
expressions for the derivatives of the mathematical
expectations can be obtained by solving the dual prob-
lem (adjoint point method), as suggested in (Lions
1968) for a wide class of partial differential equations.
We show here that the resolution of the dual prob-
lem provides an ef�cient numerical method, when the
marginal distributions of the PDMP are approximated
using a �nite volume method.

Due to the reduced size of the present paper, all
proofs are omitted and will be provided in a forth-
coming paper.

2 ASSUMPTIONS
The jump rates a(i; j; x), the jump distribution �(i;j;x),
the velocity �eld v(i; x) and the function h (i; x) are
assumed to depend on some parameter p, where p be-
longs to an open set O � R or Rk. All the results
are written in the case where O � R but extension to
the case O � Rk is straightforward. We add exponent
(p) to each quantity depending on p, such as h(p) or
R
(p)
�0 (t).
We denote by �(p)t (i; dx) the distribution of the

process
�
I
(p)
t ;X

(p)
t

�
t�0
at time t with initial distrib-

ution �0 (independent on p). We then have:

R(p)�0 (t) =

Z t

0

�(p)s h
(p) ds

=
X
i2E

Z
V

�Z t

0

h(p) (i; x) ds
�
�(p)s (i;dx)

In order to prove existence and to calculate deriv-
atives of the functional R(p)�0 , we shall need the fol-
lowing assumptions (H1): for each p in O, there is
some neighborhood N(p) of p in O such that, for all
i; j 2 E �E,

� the function (x; p) 7�! a(p)(i; j; x) is bounded on
V �N(p), belongs to C2 (V �O) (twice contin-
uously differentiable on V �O), with all partial
derivatives uniformly bounded on V �N(p),

� for all function f (p)(x) 2 C2 (V �O),
with all partial derivatives uniformly
bounded on V � N(p), the function
(x; p) 7�!

R
f (p)(y) �

(p)
(i;j;x)(dy) belongs to

C2 (V �O), with all partial derivatives uni-
formly bounded on V �N(p),

� the function (x; p) 7�! v(p)(i; x) is bounded on
V �N(p), belongs to C2 (V �O), with all par-
tial derivatives uniformly bounded on V �N(p),

� the function (x; p) 7�! h(p)(i; x) is bounded on
V � N(p), almost surely (a.s.) twice contin-
uously differentiable on V � O with a.s. uni-
formly bounded partial derivatives on V �N (p),
where a.s. means with respect to Lebesgue mea-
sure in x.

In all the paper, under assumptions H1, for each p
inO, we shall refer to aN(p) ful�lling the four points
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of the assumption without any further notice. We re-
call that under assumptions H1 (and actually under
much milder assumptions), the process (It;Xt)t�0 is
a Markov process, see (Davis 1984) e.g.. Its transition
probability distribution is denoted by P (p)t (i; x; j;dy).

3 TRANSITORY RESULTS
We �rst introduce the in�nitesimal generators of both
Markov processes (It;Xt)t�0 and (It;Xt; t)t�0:

De�nition 1 Let DH0 be the set of functions f(i; x)
from E � V to R such that for all i 2 E the function
x 7�! f(i; x) is bounded, continuously differentiable
on V and such that the function x 7�! v(p)(i; x) �
rf(i; x) is bounded on V . For f 2 DH0 , we de�ne

H
(p)
0 f(i; x) =

X
j2E

a(p)(i; j; x)

Z
f(j; y) �

(p)
(i;j;x)(dy)

+ v(p)(i; x) � rf(i; x)

where we set a(p)(i; i; x) = �
P

j 6=i a
(p)(i; j; x) and

�
(p)
(i;i;x) = �x.
Let DH be the set of functions f(i; x; s) from E �

V � R+ to R such that for all i 2 E the function
(x; s) 7�! f(i; x; s) is bounded, continuously differ-
entiable on V �R+ and such that the function x 7�!
@f
@s
(i; x; s) + v(p)(i; x) � rf(i; x; s) is bounded on V �

R+. For f 2 DH , we de�ne

H(p)f(i; x; s) =
X
j

a(p)(i; j; x)

Z
f(j; y; s) �

(p)
(i;j;x)(dy)

+
@f

@s
(i; x; s) + v(p)(i; x) � rf(i; x; s)

(1)

We now introduce what we called importance func-
tions:

Proposition 2 Let t > 0 and let us assume H1 to be
true. Let us de�ne the function '(p)t by, for all (i; x) 2
E � V :

'
(p)
t (i; x; s) =�

Z t�s

0

�
P (p)u h(p)

�
(i; x)du if 0� s� t

(2)
and '(p)t (i; x; s) = 0 otherwise. The function '(p)t then
is the single function element of DH solution of the
partial differential equation

H(p)'
(p)
t (i; x; s) = h

(p) (i; x)

for all (i; x; s) 2 E � V � [0; t[, with initial condition
'
(p)
t (i; x; t) = 0 for all (i; x) in E � V .
The function '

(p)
t belongs to C2 (V �O) and

is bounded with all partial derivatives uniformly
bounded on V �N(p) for all p 2 O.
The function '(p)t is called the importance function

associated to the function h(p) and to t.

The following theorem provides an extension to
PDMP of the results from (Gandini 1990).

Theorem 3 Let t > 0 be �xed. Under assumptions
H1, the function p 7�! R

(p)
�0 (t) is differentiable with

respect of p on N (p) and we have:

@R
(p)
�0

@p
(t) =

Z t

0

�(p)s
@h(p)

@p
ds

�
Z t

0

�(p)s
@H(p)

@p
'
(p)
t (:; :; s) ds (3)

where we set:

@H(p)

@p
' (i; x; s)

=
X
j2E

@a(p)

@p
(i; j; x)

Z
'(j; y; s) �

(p)
(i;j;x)(dy)

+
X
j2E

a(p)(i; j; x)
@

@p

�Z
'(j; y; s) �

(p)
(i;j;x)(dy))

�

+
@v(p)

@p
(i; x) � r'(i; x; s)

for all ' 2 DH and all (i; x; s) 2 E � V �R+.

Formula (3) is given for one single p 2 R�+. In
case R�0 (t) depends on a family of parameters P =
(pl)l2L, we then have:

@R
(P )
�0

@pl
(t) =

Z t

0

�(P )s

@h(P )

@pl
ds

�
Z t

0

�(P )s

@H(P )

@pl
'
(P )
t (:; :; s) ds (4)

for all l 2 L. The numerical assessment of @R
(P )
�0

@pl
(t)

hence requires the computation of both �(P )s (i;dx)
and '

(P )
t (i; x) (independent on l 2 L). This

may be done through two different methods: �rst,
one may use Monte-Carlo simulation to evaluate

3



�
(P )
s (i;dx) and the transition probability distributions
P
(P )
t (i; x; j;dy), from where the importance function
'
(P )
t (i; x) may be derived using (2). Secondly, one
may use the �nite volume scheme from (Eymard,
Mercier, and Prignet 2008), which provides an ap-
proximation for �(P )s (i;dx). The function '(P )t (i; x)
may then be proved to be solution of a dual �nite
volume scheme, see (Eymard, Mercier, Prignet, and
Roussignol 2008). This is the method used in the
present paper for the numerical examples provided
further. By this method, the computation of @R

(P )
�0

@pl
(t)

for all l 2 L requires the solving of two dual �nite
volume schemes, as well as some summation for each
l 2 L involving the data @h(P )

@pl
and @H(P )

@pl
(see (4)),

which is done simultaneously to the solving.
This has to be compared with the usual �nite dif-

ferences method, for which the evaluation of @R
(P )
�0

@pl
(t)

for one single pl requires the computation of R
(P )
�0 for

two different families of parameters (P and P with
pl substituted by some pl + "). The computation of
@R

(P )
�0

@pl
(t) for all l 2 L by �nite differences hence re-

quires 1 + card (L) computations. When the number
of parameters card (L) is big, the advantage clearly is
to the present method.

4 ASYMPTOTIC RESULTS
We are now interested in asymptotic results and we
need to assume the process (It;Xt)t�0 to be uniformly
ergodic, according to the following assumptionsH2:

� the process (It;Xt)t�0 is positive Harris-
recurrent with �(p) as unique stationary distrib-
ution,

� for each p 2 O, there exists a function f (p) such
that

R +1
0

f (p)(u) du <+1,
R +1
0

u f (p)(u) du <
+1, limu!+1 f

(p)(u) = 0 and���P (p)u h(p)
�
(i; x)� �(p)h(p)

�� � f (p)(u) (5)

for all (i; x) 2 E � V and all u � 0.

In order not to give too technical details, we con-
straint our asymptotic study to the special case where
only the jump rates a(p)(i; j; x) and the function
h(p) (i; x) depend on the parameter p. Assumptions
H1 are then substituted by assumptions H0

1, where
conditions on �(i;j;x) and on v(i; x) (now independent
on p) are removed.
We may now introduce what we call potential func-

tions.

Proposition 4 Let us assume �(i;j;x) and v(i; x) to be
independent on p and assumptionsH0

1,H2 to be true.
Then, the function de�ned by:

Uh(p) (i; x) :=

Z +1

0

��
P (p)u h(p)

�
(i; x)� �(p)h(p)

�
du

(6)
exists for all (i; x) 2 E � V . Besides, the function
Uh(p) is element of DH0 and it is solution to the ordi-
nary differential equation:

H
(p)
0 Uh

(p) (i; x) = �(p)h(p) � h(p)(i; x) (7)

for all (i; x) 2 E � V . Any other element of DH0 so-
lution of (7) is of the shape: Uh(p) +C where C is a
constant.
The function Uh(p) is called the potential function

associated to h(p).

The following theorem provides an extension to
PDMP of the results from (Cao and Chen 1997).

Theorem 5 Let us assume �(i;j;x) and v(i; x) to be in-
dependent on p and H0

1, H2 to be true. Then, the
following limit exists and we have:

lim
t!+1

1

t

@R
(p)
�0

@p
(t) = �(p)

@h(p)

@p
+�(p)

@H
(p)
0

@p
Uh(p) (8)

where we set:

@H
(p)
0

@p
'0 (i; x)

:=
X
j2E

@a(p)

@p
(i; j; x)

Z
'0(j; y) �(i;j;x)(dy)

for all '0 2 DH0 and all (i; x) 2 E � V .

Just as for the transitory results, the asymptotic
derivative requires, for its numerical assessment, the
computation of two different quantities: the asymp-
totic distribution �(p) (i;dx) and the potential function
Uh(p) (i; x). Here again, such computations may be
done either by �nite volume schemes (using (7) for
Uh(p)) or by Monte-Carlo simulation (using (6) for
Uh(p)). Also, in case of a whole set of parameters
P = (pl)l2L, such computations have to be done only
once for all l 2 L, which here again gives the advan-
tage to the present method against �nite differences,
in case of a large P .
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5 A FIRST EXAMPLE
5.1 Presentation - Theoretical results
A single component is considered, which is perfectly
and instantaneously repaired at each failure. The dis-
tribution of the life length of the component (T1) is
absolutely continuous with respect of Lebesgue mea-
sure, with E (T1) > 0. The successive life lengths
make a renewal process. The time evolution of the
component is described by the process (Xt)t�0 where
Xt stands for the time elapsed at time t since the last
instantaneous repair (the backward recurrence time).
There is one single discrete state so that component It
is here unnecessary. The failure rate for the compo-
nent at time t is � (Xt) where � (�) is some non neg-
ative function. The process (Xt)t�0 is "renewed" af-
ter each repair so that �(x) (dy) = �0 (dy) and (Xt)t�0
evolves between renewals with speed v(x) = 1.
We are interested in the rate of renewals on [0; t],

namely in the quantity Q (t) such that:

Q (t) =
R (t)

t
=
1

t
E0
�Z t

0

� (Xs) ds
�

where R (t) is the renewal function associated to the
underlying renewal process.
The function � (x) is assumed to depend on some

parameter p > 0.
Assuming � (x) to meet with H0

1 requirement, the
results from Section 3 here writes:

@Q(p) (t)

@p
=
1

t

Z t

0

Z s

0

�(p)s (dx)
@�(p)

@p
(x)

�
�
1� '(p)t (0; s) + '

(p)
t (x; s)

�
ds

where 't is solution of

� (x) ('t(0; s)� 't(x; s))

+
@

@s
't(x; s) +

@

@x
't(x; s) = � (x)

for all s 2 [0; t[ and 't(x; t) = 0 for all x 2 [0; t].
Assuming E (T1) < +1, the process is known to

have a single stationary distribution �(p) which has the
following probability density function (p.d.f.):

f (p)� (x) =
P
�
T
(p)
1 > x

�
E
�
T
(p)
1

� =
e�

R x
0 �

(p)(u)du

E
�
T
(p)
1

� (9)

Using a result from (Konstantopoulos and Last
1999), one may then prove the following proposition,
which ensure the process to be uniformly ergodic,
meeting withH2:

Proposition 6 Let us assume that E
�
e�T1

�
< +1

for some 0 < � < 1 and that T1 is new better than
used (NBU: for all x; t � 0, we have �F (x+ t) �
�F (x) �F (t), where �F is the survival function �F (t) =
P (T1 > t)). Then, there are some C < +1 and
0 < � < 1 such that:���P (p)t h(p) (x)� �(p)h(p)

��� � C�t
for all x 2 R+.

Under assumption H2, we get the following closed
form for @Q(1)

@p
:

@Q (1)
@p

=
1

E0 (T1)

Z +1

0

@�

@p
(x)

�
�
1�Q (1)

Z x

0

e�
R v
0 �(u)dudv

�
dx

5.2 Numerical results
We assume that T1 is distributed according to some
Weibull distribution, which is slightly modi�ed to
meet with our assumptions:

�(�;�) (x) =

8<: ��x��1 if x < x0
P�;�;x0 (x) if x0� x < x0+2

�� (x0 + 1)
��1=constant if x0+2 � x

where (�;�) 2 O =]0;+1[�]2;+1[, x0 is chosen
such that T1 > x0 is a rare event (P0 (T1 > x0) =
e��x

�
0 small) and P�;�;x0 (x) is some smoothing func-

tion which makes x 7�! �(�;�) (x) continuous on R+.
For such a failure rate, it is then easy to check that
assumptionsH0

1 andH2 are true, using Proposition 6.
Taking (�;�) = (10�5;4) and x0 = 100 (which en-

sures P0 (T1 > x0) ' 5� 10�435), we are now able to
compute IF� (t) and IF� (1) for t �1. In order to
validate our results, we also compute such quantities
by �nite differences (FD) using:

@Q (t)

@p
' 1

"

�
Q(p+") (t)�Q(p) (t)

�
for small " and t � 1. For the transitory results, we
use the algorithm from (Mercier 2007) which pro-
vides an estimate for the renewal function R(p) (t)
and hence for Q(p) (t) = R(p)(t)

t
to compute Q(p) (t)

and Q(p+") (t). For the asymptotic results, we use the
exact formula Q(p) (1) = 1

E0
�
T
(p)
1

� to compute such
quantities, which is a direct consequence of the key
renewal theorem.
The results are gathered in Table 1 for the asymp-

totic importance factors IFp (1).
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Table 1: IF� (1) and IF� (1) by �nite differences
(FD) and by the present method (EMR)

" IF� (1) IF� (1)
10�2 4.625�10�3 2.824
10�4 8.212�10�2 2.821

FD 10�6 2.411�10�1 2.821
10�8 2.499�10�1 2.821
10�10 2.500�10�1 2.821

EMR - 2.500�10�1 2.821

The results are very stable for IF� (1) by FD
choosing different values for " and FD give very sim-
ilar results as EMR. The approximation for IF� (1)
by FD requires smaller " to give similar results as
EMR. Similar remarks are valid for the transitory re-
sults, which are plotted in Figures 1 and 2 for t 2
[0;50] and different values of ". This clearly validates
the method. As for the results, we may note that, for
a Weibull distribution, the shape parameter � is much
more in�uent on the rate of renewals than the scale
parameter �.

0 10 20 30 40 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

t

FD 10 ­2

FD 10 ­3

FD 10 ­4

FD 10 ­5

FD 10 ­6

FD 10 ­7

FD 10 ­8

EMR
IF

α
(∞)

10 ­2
10 ­3

10 ­4

10 ­5

EMR
10 ­6

10 ­7

10 ­8

0 10 20 30 40 50
­2

0

2

4

6

8

10

t

FD 10 ­1

FD 10 ­2

FD 10 ­3

FD 10 ­4

IF
β
(∞)

EMR

Figures 1 & 2. IF� (t) and IF� (t) by �nite differ-
ences and by the present method (EMR)

6 A second example
6.1 Presentation - Theoretical results
The following example is very similar to that from
(Boxma, Kaspi, Kella, and Perry 2005). The main dif-
ference is that we here assume Xt to remain bounded
(Xt 2 [0;R]) whereas, in the quoted paper, Xt takes
its values in R+.
A tank is considered, which may be �lled in or

emptied out using a pump. This pump may be in
two different states: "in" (state 0) or "out" (state 1).
The level of liquid in the tank goes from 0 up to
R. The state of the system "tank-pump" at time t
is (It;Xt) where It is the discrete state of the pump
(It 2 f0;1g) and Xt is the continuous level in the
tank (Xt 2 [0;R]). The transition rate from state 0
(resp. 1) to state 1 (resp. 0) at time t is �0 (Xt)
(resp. �1 (Xt)). The speed of variation for the liq-
uid level in state 0 is v0 (x) = r0 (x) with r0 (x) > 0
for all x 2 [0;R[ and r0 (R) = 0: the level increases
in state 0 and tends towards R. Similarly, the speed
in state 1 is v1 (x) = �r1 (x) with r1 (x) > 0 for all
x 2]0;R] and r1 (0) = 0: the level of liquid decreases
in state 1 and tends towards 0. For i = 0;1, the func-
tion �i (respectively ri) is assumed to be continuous
(respectively Lipschitz continuous) and consequently
bounded on [0;R]. The level in the tank is continu-
ous so that � (i;1� i; x) (dy) = �x (dy) for i 2 f0;1g,
all x 2 [0;R]. In order to ensure the process to be
positive Harris recurrent, we also make the following
additional assumptions: �1 (0) > 0, �0 (R) > 0 andZ R

x

1

r0 (u)
du = +1;

Z y

0

1

r1 (u)
du = +1

for all x; y;2]0;R[. We get the following result:

Proposition 7 Under the previous assumptions, the
process (It;Xt)t�0 is positive Harris recurrent with
single invariant distribution � given by:

� (i;dx) = fi (x)dx

for i = 0;1 and

f0 (x) =
K�

r0 (x)
e
R x
R=2

�
�1(u)
r1(u)

��0(u)
r0(u)

�
du (10)

f1 (x) =
K�

r1 (x)
e
R x
R=2

�
�1(u)
r1(u)

��0(u)
r0(u)

�
du (11)

where K� > 0 is a normalization constant. Be-
sides, assumptions H2 are true, namely, the process
(It;Xt)t�0 is uniformly ergodic.
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6.2 Quantities of interest
We are interested in two quantities: �rst, the propor-
tion of time spent by the level in the tank between two
�xed bounds R

2
� a and R

2
+ b with 0 < a; b < R

2
and

we set:

Q1 (t) =
1

t
E�0
�Z t

0

1fR2 �a�Xs�R
2
+bgds

�

=
1

t

1X
i=0

Z t

0

Z R
2
+b

R
2
�a
�s (i;dx) ds

=
1

t

Z t

0

�sh1 ds (12)

with h1 (i; x) = 1[R2 �a;R2 +b] (x).
The second quantity of interest is the mean number

of times the pump is turned off, namely turned from
state "in" (0) to state "out" (1) by unit time, namely:

Q2 (t) =
1

t
E�0

 X
0<s�t

1fIs�=0 and Is=1g

!

=
1

t
E�0
�Z t

0

�0 (Xs)1fIs=0gds
�

=
1

t

Z t

0

Z R

0

�0 (x)�s (0;dx) ds

=
1

t

Z t

0

�sh2 ds (13)

with h2 (i; x) = 1fi=0g�0 (x).

For i = 0;1, the function �i (x) is assumed to de-
pend on some parameter �i (but no other data depends
on the same parameter). Similarly, the function ri (x)
depends on some �i for i = 0;1. By de�nition, the
function h1 also depends on parameters a and b.
We want to compute the importance factors with

respect to p for p 2 f�0; �1; r0; r1; a; bg both inQ1 and
Q2, except for parameters a and b which intervenes
only in Q1.
As told at the end of Section 13, we have to com-

pute the marginal distribution (�s (i;dx))i=0;1 for 0 �
s � t and the importance function associated to hi0
and t for i0 = 1;2. This is done through solving two
dual implicit �nite volume schemes. A simple sum-
mation associated to each p, which is done simultane-
ously to the solving, then provides the result through
(4).
As for the asymptotic results, the potential func-

tions Uhi0 are here solutions of

vi(x)
d

dx
(Uhi0 (i; x))

+ �i(x) (Uhi0 (1� i; x)�Uhi0 (i; x))

= Qi0 (1)� hi0 (i; x)

for i0 = 0;1, which may be solved analytically. A
closed form is hence available for @Qi0 (1)

@p
using

(10� 11) and (8).

6.3 Numerical example
We assume the system to be initially in state
(I0;X0) = (0;R=2). Besides, we take:

�0 (x) = x
�0 ; r0 (x) = (R� x)�0 ;

�1 (x) = (R� x)�1 ; r1 (x) = x�1

for x 2 [0;R] with �i > 1 and �i > 1. All conditions
for irreducibility are here achieved.
We take the following numerical values:

�0 = 1:05;�0 = 1:2;�1 = 1:10;

�1 = 1:1;R = 1;a = 0:2; b = 0:2.

Similarly as for the �rst method, we test our re-
sults using �nite differences (FD). The results are
here rather stable choosing different values for " and
the results are provided for " = 10�2 in case p 2
f�0; �1; r0; r1g and for " = 10�3 in case p 2 fa; bg.
The asymptotic results are given in Tables 2 and 3,
and the transitory ones are given in Table 4 and 5 for
t = 2.
Table 2: IF (1)p (1) by the present method (EMR) and by
�nite differences (FD)
p FD EMR Relative error
�0 �3:59� 10�2 �3:57� 10�2 5;40� 10�3
�1 �4:45� 10�2 �4:43� 10�2 3;65� 10�3
�0 3:19� 10�1 3:17� 10�1 6;95� 10�3
�1 2:80� 10�1 2:78� 10�1 7;19� 10�3
a 4:98� 10�1 4:98� 10�1 1;06� 10�7
b 5:09� 10�1 5:09� 10�1 1;53� 10�7

Table 3: IF (2)p (1) by the present method (EMR) and by
�nite differences (FD)
p FD EMR Relative error
�0 �1:81� 10�1 �1:81� 10�1 1;67� 10�4
�1 �1:71� 10�1 �1:71� 10�1 1;30� 10�4
�0 �6:22� 10�2 �6:19� 10�2 5;21� 10�3
�1 �6:05� 10�2 �6:01� 10�2 5;58� 10�3
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Table 4: IF (1)p (t) for t = 2 by the present method (EMR)
and by �nite differences (FD)
p FD EMR Relative error
�0 �8:83� 10�2 �8:82� 10�2 1;08� 10�3
�1 �9:10� 10�3 �9:05� 10�3 5;29� 10�3
�0 4:89� 10�1 4:85� 10�1 7;51� 10�3
�1 1:97� 10�1 1:97� 10�1 4;04� 10�3
a 2:48� 10�1 2:48� 10�1 4;89� 10�4
b 7:11� 10�1 7:11� 10�1 7;77� 10�6

Table 5: IF (2)p (t) for t = 2 by the present method (EMR)
and by �nite differences (FD)
p FD EMR Relative error
�0 �2:06� 10�1 �2:06� 10�1 9;12� 10�4
�1 �6:80� 10�2 �6:79� 10�2 2;12� 10�3
�0 �1:25� 10�1 �1:24� 10�1 4;27� 10�3
�1 �4:11� 10�3 �4:03� 10�3 2;00� 10�2

The results are very similar by FD and MR both
for the asymptotic and transitory quantities, which
clearly validate the method. Note that the asymptotic
results coincides by both methods, even in the case
where the velocity v (i; x) �eld depends on the pa-
rameter (here �i), which however does not �t with
our technical assumptions from Section 4. Due to
that (and to other examples where the same remark is
valid), one may conjecture that the results from Sec-
tion 4 are valid under less restrictive assumptions than
those given in that section.
As for the results, one may note that the importance

factors at t= 2 of �0 and �0 inQi (i= 1;2) are clearly
higher than the importance factors of �1 and �1 in Qi
(i = 1;2). This must be due to the fact that the system
starts from state 0, so that on [0;2], the system spends
more time in state 0 than in state 1. The parameters
linked to state 0 hence are more important than the
ones linked to state 1. Similarly, the level is increasing
in state 0 so that the upper bound b is more important
than the lower one a.
In long-time run, the importance factors of �0 and

�1 in Qi (i = 1;2) are comparable. The same remark
is valid for �0 and �1, as well as for a and b.
Finally, parameters �0 and �1 are more important

than parameters �0 and �1 in Q1, conversely to what
happens in Q2. This seems coherent with the fact that
quantity Q1 is linked to the level in the tank, and con-
sequently to its evolution, controlled by �0 and �1,
whereas quantity Q2 is linked to the transition rates,
and consequently to �0 and �1.
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