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Abstract. The aim of this paper is to study and to compute �rst-order derivatives
with respect to some parameter p, for some functionals of piecewise deterministic
Markov processes (PDMP), in view of sensitivity analysis in dynamic reliability.
Such functionals are mean values of some function of the process, cumulated on
some �nite interval [0; t], and their asymptotic value per unit time.
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1. Introduction

In dynamic reliability, the time-evolution of a system is described by a piecewise de-
terministic Markov process (PDMP) .It ; X t /t�0 (see [3], [5]). The �rst component It is
discrete, with values in a �nite state space E . Typically, it indicates the state (up/down)
for each component of the system at time t . The second component X t , with values
in V � Rd , stands for environmental conditions, such as temperature, pressure, and
so on. Both components of the process, It and X t , interact in each other: the process
jumps at countably many isolated random times; by a jump from .It� ; X t�/ D .i; x/ to
.It ; X t / D . j; y/ (with .i; x/, . j; y/ 2 E � V ), the transition rate between the discrete
states i and j depends on the environmental condition x just before the jump and is a
function x 7�! a .i; j; x/. Similarly, the environmental condition just after the jump
X t is distributed according to some distribution � .i; j; x/ .dy/, which depends on both
components just before the jump .i; x/ and on the after jump discrete state j . Between
jumps, the discrete component It is constant, whereas the evolution of the environmental
condition X t is deterministic, solution of a set of o.d.e. which depends on the �xed dis-
crete state: given that It D i for all t 2 [a; b], we have d

dt X t D v.i; X t / for all t 2 [a; b],
where v is a mapping from E � V to V . Under technical assumptions, .It ; X t /t�0 is a
Markov process with general state space E � V (see [3], [5]).

We study quantities of the form:

R�0.t/ D E�0

�Z t

0
h.Is; Xs/ ds

�
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where �0 is the initial distribution of the process and h is some bounded measurable
function.

We assume that the jump rates for It and the function h depend on some parameter
p, where p belongs to an open set O � R (or Rk). The quantities of interest then are
the �rst-order derivatives of R�0.t/ and of limt!C1 R�0.t/=t with respect to p, which
may help to rank input data according to their relative importance. This kind of sen-
sitivity analysis was studied by Gandini [7] and by Cao and Chen [2] for pure jump
Markov processes with countable state space. We here present extensions of their results
to PDMPs. Note that due to the reduced size of the present paper, proofs are not provided
here and will be part of a forthcomming paper.

All the paper is written under the following assumptions (H1), where exponent .p/
re�ects dependence on p: for all .i; j; p/ 2 E2 � O , the function x 7�! a.p/.i; j; x/ is
non-negative, bounded and continuous; for all .i; j; x/ 2 E2 � V , the function p 7�!
a.p/.i; j; x/ is differentiable with uniformly bounded derivative for .i; j; x; p/ 2 E2 �
V � O; for all i; j 2 E and for all function  V ! R continuous and bounded, the
function x 7�! �.i; j;x/ D

R
 .y/�.i; j;x/.dy/ is continuous; for all i 2 E , the function

x 7�! v.i; x/ is locally Lipschitz continuous and sub-linear; for all .i; x/ 2 E � V ,
the function p 7�! h.p/.i; x/ is differentiable with uniformly bounded derivative for
.i; x; p/ 2 E2 � V � O .

We denote by �.p/t . j; dy/ the distribution of the process
�
I .p/t ; X .p/t

�
t�0

at time t
with initial distribution �0 (independent on p). We then have:

R.p/�0
.t/ D

Z t

0
�
.p/
s h.p/ ds D

X
i2E

Z
V

�Z t

0
h.p/ .i; x/ ds

�
�
.p/
s .i; dx/ :

2. Transitory results

We �rst introduce the in�nitesimal generators of both Markov processes
�
I .p/t ; X .p/t

�
t�0

and
�
I .p/t ; X .p/t ; t

�
t�0
:

De�nition 1 Let DH0 be the set of functions ' from E � V to R such that for all i 2 E
the function x 7�! '.i; x/ is bounded and continuously differentiable and the function
x 7�! v.i; x/ � r'.i; x/ is bounded and continuous on V . For ' 2 DH0 , we de�ne

H .p/0 '.i; x/ D
X
j2E
a.p/.i; j; x/

�
�.i; j;x/'. j; �/

�
C v.i; x/ � r'.i; x/

for all .i; x/ 2 E � V , with a.p/.i; i; x/ D �
P
j 6Di a.p/.i; j; x/ and �.i;i;x/.dy/ D

�x .dy/, where �x is the Dirac measure at x. Let DH be the set of functions ' from
E � V � R to R such that for all i 2 E and s 2 RC the function x 7�! '.i; x; s/
is bounded and continuously differentiable on V and the function x 7�! @

@s'.i; x; s/ C
v.i; x/ � r'.i; x/ is bounded and continuous on V . For ' 2 DH , we de�ne

H .p/'.i; x; s/ D
X
j
a.p/.i; j; x/

�
�.i; j;x/'. j; �; s/

�
C
@'

@s
.i; x; s/C v.i; x/ � r'.i; x; s/



for all .i; x; s/ 2 E � V � RC.

Setting P.p/t .i; x; j; dy/ to be the transition probability distribution of
�
I .p/t ; X .p/t

�
t�0
,

we then have: P.p/s ' D ' C
R s
0 H

.p/
0

�
P.p/u '

�
du for all ' 2 DH0 , all s 2 RC and

P.p/s ' .�; �; s/ D ' .�; �; 0/ C
R s
0 H

.p/
�
P.p/u '

�
.�; �; u/ du for all ' 2 DH , all s 2 RC

(Chapman-Kolmogorov equations).
We may now introduce new functions called importance functions:

De�nition 2 Let t be �xed. We say that a function '.p/t 2 DH is the importance function
associated to

�
h.p/; t

�
if '.p/t is solution of the differential equation H .p/'.p/t .i; x; s/ D

h.p/ .i; x/ for all s 2 [0; t[,all .i; x/ 2 E � V with initial data: '.p/t .i; x; t/ D 0 for all
.i; x/ 2 E � V .

In applications, the importance functions will generally be computed numerically.
However, an analytical form is available, which is also useful for the asymptotic study.

Lemma 3 Let us assume that the function x 7�! a.p/.i; j; x/ is continuously differen-
tiable on V for all i; j 2 E and all p 2 O, and that the function v is bounded (assump-
tions H2). The importance function associated to

�
h.p/; t

�
is then unique and it is given

by:

'
.p/
t .i; x; s/ D

(
�
R t�s
0

�
P.p/u h.p/

�
.i; x/ du if 0 � s � t

0 otherwise
(1)

for all .i; x/ 2 E � V .

The proof of the previous result is based on the Chapman-Kolmogorov equations, as
well as the following theorem.

Theorem 4 Let t be �xed. Under assumptions H1 and H2, the function p 7�! R.p/�0 .t/
is differentiable on O and we have:

@R.p/�0 .t/
@p

D

Z t

0
�
.p/
s
@h.p/

@p
ds C

Z t

0
�
.p/
s
@H .p/

@p
'
.p/
t�sds (2)

where we set @H
.p/

@p ' .i; x; s/ D
P
j2E

@a.p/
@p .i; j; x/

�
�.i; j;x/'. j; �; s/

�
for all ' 2 DH ,

all .i; x; s/ 2 E � V � RC.

Equation .2/ is an extension of the results from [7] for pure jump Markov processes.

3. Asymptotic results

We �rst transform .2/ in view of studying its asymptotic expression.



Lemma 5 Under assumptionsH1 andH2, we have:

1
t
@R.p/�0

@p
.t/

D
1
t

Z t

0
�
.p/
s
@h.p/

@p
ds C

1
t

Z t

0
�
.p/
s
@H .p/

@p

�Z t�s

0

�
P.p/u h.p/ � � .p/h.p/

�
du
�
ds

The proof of the previous lemma is based on .1� 2/, and on the fact that
@H .p/
@p

�
� .p/h.p/

�
D
�
� .p/h.p/

�
@H .p/
@p 1 D 0 because H

.p/1 D 0.

We now need the following additional assumptions (H3): the process .It ; X t /t�0 is
positive Harris-recurrent with � .p/ as unique stationary distribution, and for each p 2 O ,
there exists a function f .p/ such that

R C1
0 f .p/.u/ du < C1,

R C1
0 u f .p/.u/ du <

C1, limu!C1 f .p/.u/ D 0 and
����P.p/u h.p/

�
.i; x/� � .p/h.p/

��� � f .p/.u/ for all
.i; x/ 2 E � V , all u � 0. We get:

Theorem 6 Under assumptionsH1,H2 andH3, the function

Uh.p/ .i; x/ D
Z C1

0

��
P.p/u h.p/

�
.i; x/� � .p/h.p/

�
du

exists for all .i; x/ 2 E � V and

lim
t!C1

1
t
@R.p/�0

@p
.t/ D � .p/

@h.p/

@p
C � .p/

@H .p/0
@p

Uh.p/ (3)

where we set @H
.p/
0
@p ' .i; x/ D

P
j2E

@a.p/
@p .i; j; x/

�
�.i; j;x/'. j; �/

�
for all ' 2 DH0 , all

.i; x/ 2 E � V .
Besides, the function Uh.p/ is solution of the following differential equation:

H .p/0 Uh.p/ .i; x/ D � .p/h.p/ � h.p/.i; x/

The previous theorem provides an extension of the results from [2] for pure jump
Markov processes.

We now look at two examples. In such examples, dependence on p (namely .p/) is
generally not speci�ed any more, in order to get simpler notations.

4. A �rst example

A single component is considered, which is perfectly and instantaneously repaired at
each failure. The time evolution of the component is described by the process .X t /t�0
where X t stands for the time elapsed at time t since the last instantaneous repair. (There
is one single discrete state here so that component It is not necessary). The failure rate for
the component at time t is � .X t / where � .�/ is some continuous non negative function.



The process .X t /t�0 is "renewed" after each repair so that � .x/ .dy/ D �0 .dy/ and the
evolution of .X t /t�0 between renewals is given by g .x; t/ D x C t .

We are interested in the rate of renewals on [0; t], namely in the quantity Q .t/ such
that:

Q .t/ D
R .t/
t

D
1
t
E0
�Z t

0
� .Xs/ ds

�
D
1
t

Z t

0

�Z
RC
� .x/ �s .dx/

�
ds

where R .t/ is the renewal function associated to the underlying renewal process and �s
is the distribution of Xs given that X0 D 0.

The function � .x/ depends on some parameter p and we want to compute @Q.t/
@p .

Using .1� 2/, we get:

@Q .t/
@p

D
1
t

Z t

0

Z s

0
�s .dx/

@�

@p
.x/ .1� 't .0; s/C 't .x; s// ds

where 't is solution of � .x/ .'t .0; s/� 't .x; s//C @
@s't .x; s/C

@
@x 't .x; s/ D � .x/ for

all s 2 0; t and 't .x; t/ D 0 for all x 2 [0; t]. No closed form is available for 't and for
the numerical computation, this equation has been discretized and solved numerically.

For the asymptotic quantity, one may prove that:

@Q .1/
@p

D Q .1/
Z C1

0

@�

@p
.x/

�
1� Q .1/

Z x

0
e�

R v
0 �.u/dudv

�
dx

with Q .1/ D 1
E.T1/ and E .T1/ D

R C1
0 e�

R v
0 �.u/dudv (mean up time).

We take � .t/ D ��t��1 and .�; �/ D
�
10�5; 4

�
and we compute @Q.t/@p for t � 1

and p D �; �. To validate our results, they are compared to those obtained by �nite
differences with:

@Q .t/
@p

'
1
"

�
Q.pC"/ .t/� Q.p/ .t/

�
for small " and t � 1, with p D �; �. For the asymptotic results, we use Q .1/ D 1

E.T1/
to compute such a derivative. For the transitory results, we use an algorithm from [8]
which provides the renewal function R .t/ and hence Q .t/ D R.t/

t .

The results are gathered in Table 1 for the asymptotic derivatives and plotted in Fig-
ures 1 and 2 for the transitory results, both by the present method and by �nite differ-
ences, which are quite concordant (at least for " small enough).

Table 1. @Q.1/@� and @Q.1/
@� by �nite differences (FD) and the present method (MR)

FD MR
" 10�4 10�6 10�8 10�10

@Q.1/
@� 5:1� 102 1:496� 103 1:5504� 103 1:5510� 103 1:5509� 103

" 10�4 10�6 10�8 10�10
@Q.1/
@� 4:3761� 10�2 4:3760� 10�2 4:3760� 10�2 4:3760� 10�2 4:3755� 10�2
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Figures 1 and 2. @Q.t/@� and @Q.t/
@� by FD and MR.

5. A second example

A tank is considered, which may be �lled in or emptied out using a pump. This pump
may be in two different states: "in" (state 0) or "out" (state 1). The level of liquid in
the tank goes from 0 up to R. The state of the system "tank-pump" at time t is .It ; X t /
where It is the discrete state of the pump (It 2 f0; 1g) and X t is the continuous level in
the tank (X t 2 [0; R]). The transition rate from state 0 (resp. 1) to state 1 (resp. 0) at
time t is �0 .X t / (resp. �1 .X t /). The speed of variation for the liquid level in state 0 is
v0 .x/ D r0 .x/ with r0 .x/ > 0 for all x 2 [0; R[ and r0 .R/ D 0: the level increases
in state 0 up to reaching R, where it remains constant. Similarly, the speed in state 1 is
v1 .x/ D �r1 .x/ with r1 .x/ > 0 for all x 2 ]0; R] and r1 .0/ D 0: the level of liquid
decreases in state 1 until reaching 0, where it remains constant. Also, the level in the tank
is continuous so that � .i; 1� i; x/ .dy/ D �x .dy/ for i 2 f0; 1g, all x 2 [0; R]. The
functions ri and �i are assumed to be continuous, with �i bounded, which ensures an
almost sure �nite number of jumps on [0; t] (all t � 0).

Such an example is very similar to that from [1]. The main difference is that we here
assume X t to remain bounded (X t 2 [0; R]) whereas X t takes its values in RC in the
quoted paper.

In order to study asymptotic quantities, we assume conditions which ensures the
process .It ; X t /t�0 to be '-irreducible, in the sense of [6]. Such conditions for irre-
ducibility are very similar to those from [1]: we �rst take �1 .0/ > 0 and �0 .R/ > 0
which prevents the system from being stuck in states .1; 0/ and .0; R/, respectively.
Setting t .i/x!y for the deterministic time to go from x up to y following the curve
.g .i; x; t//t2R (all x; y 2 [0; R]), we also assume that:

if
Z R

x

1
r0 .u/

du D t .0/x!R D C1, then
Z R

x

�0 .u/
r0 .u/

du D C1 for some x 2 [0; R[

if
Z y

0

1
r1 .u/

du D t .1/y!0 D C1, then
Z y

0

�1 .u/
r1 .u/

du D C1 for some y 2 ]0; R]

Under such conditions, the process .It ; X t /t�0 may be proved to be positive Harris re-
current and its single invariant distribution � is available in closed form.



We are interested in two quantities: �rst, the proportion of time spent by the level in
the tank between two �xed bounds a and b with 0 < a < b < R and we set:

Q0 .t/ D
1
t
E�0

�Z t

0
1fa�Xs�bgds

�
D
1
t

1X
iD0

Z t

0

Z b

a
�s .i; dx/ ds D

1
t

Z t

0
�sh1 ds

with h0 .i; x/ D 1[a;b] .x/.
Secondly, the mean number of times the pump is turned from state "in" (0) to state

"out" (1) by unit time, namely:

Q1 .t/ D
1
t
E�0

 X
0<s�t

1fIs�D0IIsD1g

!
D
1
t
E�0

�Z t

0
�0 .Xs/ 1fIsD0gds

�
D
1
t

Z t

0
�sh1 ds

with h1 .i; x/ D 1fiD0g�0 .x/.
For i1 D 0; 1, we assume that �i1 .x/ depends on some parameter �i1 (but no other

data depends on �i1 ). For i0; i1 2 f0; 1g, we then want to compute
@Qi0 .t/
@�i1

and @Qi0 .1/
@�i1

.
As for the asymptotic derivatives, one may prove that

Uhi0 .1; x/�Uhi0 .0; x/ D �
Z x

0

�
ui0 .1; z/
r1.z/

C
ui0 .0; z/
r0.z/

�
e
R z
x

�
�1.y/
r1.y/

�
�0.y/
r0.y/

�
dy

and closed forms are then available for @Qi0 .1/@�i1
(i0; i1 2 f0; 1g), using .3/.

As for the transitory quantities, one needs to compute numerically quantities of the
shape �th as well as the importance functions '.i0/t .i1; �; �/ (where i0; i1 2 f0; 1g). Both
are computed using �nite volume methods as in [4] and numerical approximations for
@Qi0 .t/
@�i1

are derived using .2/.
The system is assumed to initially be in state .I0; X0/ D .0; R=2/. Besides, we take:

�0 .x/ D x�0 ; r0 .x/ D .R � x/r0 I �1 .x/ D .R � x/�1 ; r1 .x/ D xr1

for x 2 [0; R] with �i > 0 and ri > 1 and the following numerical values:

�0 D 1:05I r0 D 1:2I�1 D 1:10I r1 D 1:1I R D 1I a D 0:3I b D 0:7.

Similarly as for the �rst method, we test our results using �nite differences (FD).
The results are rather stable choosing different values for " and the results are provided
for " D 10�6. The asymptotic results are given in Table 2 and the transitory ones in
Table 3 for t D 2. The results are very similar by FD and MR both for asymptotic and
transitory quantities, which clearly validate the method.

Table 2. @Qi0 .1/@�i1
by �nite differences (FD) and the present method (MR).

@Q0.1/
@�i

@Q1.1/
@�i

i FD MR FD MR
0 �1:4471� 10�2 �1:4469� 10�2 �5:5294� 10�2 �5:5303� 10�2

1 �1:7471� 10�2 �1:7469� 10�2 �4:9948� 10�2 �4:9946� 10�2



Table 3. @Qi0 .t/@�i1
for t D 2 by �nite differences (FD) and the present method (MR).

@Q0.2/
@�i

@Q1.2/
@�i

i FD MR FD MR
0 �4:7561� 10�2 �4:7580� 10�2 �8:6747� 10�2 �8:6599� 10�2

1 �4:5566� 10�3 �4:5166� 10�3 �2:7299� 10�2 �2:7370� 10�2

6. Conclusion

We have here presented extension of the results from [2] and [7] to PDMPs. The com-
putation of @R@p .t/ requires the computation of the distribution .�s/0�s�t and of the im-
portance function .'s/0�s�t , which are independent on the choice of the parameter with
respect of which we differentiate. This means that in case derivatives with respect to dif-
ferent parameters are needed, say p1, ..., pm , both .�s/0�s�t and .'s/0�s�t only have to
be computed once. On the contrary, evaluation of @R@pi .t/ for some i D 1, ..., m by �nite
differences requires the computation of .�s/0�s�t for the initial parameters p1, ..., pm
but also for the same set of parameters with one single pi substituted by pi C " (for the
�xed i). This means that evaluation of @R@pi .t/ for all i D 1, ..., m requires computation
of .�s/0�s�t for m C 1 set of parameters (the initial set + m other sets). Our method is
then cheaper in computing times than �nite differences.

This paper is a �rst step for the computation of derivatives of functionals of PDMP
with respect to some parameter p. Indeed, the present study is restricted to the case where
only the discrete transition rates depend on parameter p. Some additional mathematical
work remains to be done to extend the results to more general cases. Also, some re�exion
should be lead on to go through the numerical computation of the importance functions,
in case of larger studies than the small examples of this paper.
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